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Goals

• Candid “how we use Splunk as a SIEM” & how RBA fits in

• Not prescriptive! Even though it may sound like it…

• Please debate on the RBA slack channel (or email me):
� what you liked

� what you’re worried about

� how you do things differently/better

• Feel free to ask questions!

• Me & our SOC
• Our approach to the SIEM
• How we manage detections

� Morning checks

� Best Practices

� Peer Reviews

� TODOs

� Weekly meeting

� Monitor hub

• What is RBA?
• RBA implementations elements

� A&I normalisation

� Deduplication

� Investigation dashboard

� Managing noise

• Recap & Q&A

Plan

gabrielvasseur.com
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Presentations

Me:

• PhD, French, in the UK
• 9 years as main Splunk admin in the SOC
• 4 .conf talks
• 2023 Splunkie “The Inventor” Award nominee

gabrielvasseur.com

Our SOC:

• 12+ years using Splunk and ES
• small team (no levels, mix of analyst and developer skills)
• no fancy detection as code CI/CD multiple environments etc
• moved to Splunk Cloud in 2021
• SOAR
• Looking at ES8
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Our approach to the SIEM – Goes without saying?

• Rely heavily on data models
� CIM compliance TA work

� Enhanced DMs

• 100s of correlations (ideally using tstats summariesonly=t)

Notable events (aka findings) in Incident Review must be as helpful as possible:

• Detailed title
• Assets & Identities and other enrichment
• Display all the useful (key) fields in IR
• drilldown search runs the correlation search again (concurrent, throttled or 

risk-only activity)
• workflow action links to analyst guide wiki
• workflow action(s) (drilldown dashboards!?) to investigation dashboards
• workflow action to risk overview dashboard for the entity(ies) involved

RBA makes this 
more difficult!
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Managing the correlations (see .conf21 talk!)

1. Morning checks
� end-to-end tests: e.g. Eicar string → Host with malware alert

� notable suppression for is_morning_check=”yes”

� morning checks checks dashboard
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Managing the correlations (see .conf21 talk!)

1. Morning checks
2. Correlation Best Practices

� agree on list of Best Practices

� automate assessment (REST + regexes = dashboard)

� gamify improvements
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Managing the correlations (see .conf21 talk!)

1. Morning checks
2. Correlation Best Practices
3. Peer Review system

� in-splunk

� after-the-fact
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Managing the correlations (see .conf21 talk!)

1. Morning checks
2. Correlation Best Practices
3. Peer Review system
4. TODO system

� in-splunk
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Managing the correlations

1. Morning checks
2. Correlation Best Practices
3. Peer Review system
4. TODO system

} ES Choreographer    https://splunkbase.splunk.com/app/6309

https://conf.splunk.com/files/2021/recordings/SEC1441A.mp4

Conf Manager     https://splunkbase.splunk.com/app/6895
● Powerful and fast searching of K.O.
● Change tracking
● Cool tools: search results diff, macro explorer, etc

+

= Poor man’s “detection as code”!

5. Weekly meeting
� new and pending TODOs

� trends (noise VS quiet)

� show-and-tell

6. Monitor dashboard hub
� data feeds

� enrichment feeds (A&I, CTI, etc)

� morning checks status

� rota & task list

� pending TODOs and reviews

� expiring local accounts ant other alerts

� license usage

https://splunkbase.splunk.com/app/6309
https://conf.splunk.com/files/2021/recordings/SEC1441A.mp4
https://splunkbase.splunk.com/app/6895
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What is Risk Based Alerting?

• A technique that aggregates and accumulates disparate security events, so that an alert is only 
raised when necessary

• Benefits:
� alert volume typically reduced by 50% to 90%

� increased alert fidelity

� more context for analysis

� more chance of detecting low-and-slow attacks
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• “High” confidence alerts only

• High volume of FPs 🡪 abandoned/suppressed alerts AND/OR burnout/situational numbness

• One incident = several alerts 🡪 more difficult to investigate, easier to ignore

Traditional Alerting
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Risk Based Alerting: 2 Stages

Stage 1
• Detections don’t have to be high-confidence, 

because they don’t have to be all investigated

• Each risk event:
�  is associated with an entity

� has a risk score

� has a description or risk_message

Stage 2
• Aggregates risk events by entity over time (24h, 

7d...)

• Alerts only if some logic is satisfied, e.g.:
� total score > threshold

� OR more than X detections fired, regardless of score

� etc...

Risk Index
Investigation

Risk 
Rule 
(RR)

Risk
Incident

Rule 
(RIR)
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A clear picture painted with events too noisy to alert on individually
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WHAT IS THIS ENTITY’S RISK SCORE RIGHT NOW?

It depends!
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Risk Index
Investigation

AlertImplementation details 1/3

• The more, the better (RBA too cold!)
� Signature-based feeds are ideal (EDR)

� Sweep noisy detections under the RBA rug

� Add risk to existing notable alert (not pure RBA)

• Assets & Identities normalization

• Risk score setting

• Description/risk_message

• SPL logic “powershell use” 
example:

� If morning check: set is_morning_check to 
”yes” and risk_score to 1

� if department=IT set is_suppressed=”yes” 
and risk_score to 10

� else risk_score=50

• Risk factors

• Threat objects

• QA mode?

• Health dashboard
� invalid type

� object doesn’t match type

� “unknown”

� no or same description

• Trend dashboard

Risk 
Rule 
(RR)

Risk
Incident

Rule 
(RIR)
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Risk Index
Investigation

AlertImplementation details 2/3

• Risk alerts (start with built-in)

• Deduplication (RBA too hot!)

• Further Assets & Identities grouping

• Fancy throttling

• Identify noisy contributors / correlated contributors

Risk 
Rule 
(RR)

Risk
Incident

Rule 
(RIR)
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Risk Index
Investigation

AlertImplementation details 3/3

• IR built-in risk pop-up

• Dedicated investigation dashboard emulating IR:
� key fields

� drilldown search

� link to analyst guide

� workflow actions dashboard

� ...

• SOAR?

Risk 
Rule 
(RR)

Risk
Incident

Rule 
(RIR)
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Identity Normalization – Correlation search

• User name

• Admin account

• Email address

user

Domain\GVasseur

user user_original username user_category user_...

gvasseur Domain\GVasseur Gabs Security Analyst ...

user

GVasseurADM

user user_original username user_category user_...

gvasseur GVasseurADM Gabs Security Analyst ...

user

gvasseur@company.com

user user_original user_id username user_category user_...

gvasseur@company.com gvasseur@company.com gvasseur Gabs Security Analyst ...

�                                     | eval risk_object=if( isnotnull(user_id), user_id, user )

• `thales_get_identity4events(user)` in every detection
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Asset Normalization – Correlation search

• Hostname

• Unknown IP but there’s a hostname

• DHCP IP

• VPN IP

_time dest

this morning 7:27 10.10.1.2

_time dest dest_original dest_ip dest_owner dest_...

this morning 7:27 gabslaptop 10.10.1.2 10.10.1.2 gvasseur ...

_time dest

this morning 7:27 GabsLaptop.domain.name

_time dest dest_original dest_owner dest_...

this morning 7:27 gabslaptop GabsLaptop.domain.name gvasseur ...

_time dest dest_nt_host

this morning 7:27 10.1.2.3 GabsLaptop

_time dest dest_original dest_ip dest_owner dest_...

this morning 7:27 gabslaptop 10.1.2.3 10.1.2.3 gvasseur ...

_time dest

this morning 7:27 10.20.1.2

_time dest dest_original dest_vpn_user dest_vpn_username dest_...

this morning 7:27 10.20.1.2 10.20.1.2 gvasseur Gabs ...

• `thales_get_asset(dest)` in every detection

• Scheduled “Lookup Gen” searches to update timed lookups for DHCP and VPN + ES’s assets
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Asset & Identity Normalization – Risk index

• user risk object

• hostname risk object

• VPN IP risk object

risk_object risk_object_type _risk_user normalized_risk_object ...

gvasseur user gvasseur gvasseur ...

risk_object risk_object_type _risk_system normalized_risk_object risk_object_owner ...

gabslaptop system gabslaptop gabslaptop gvasseur ...

risk_object risk_object_type _risk_system normalized_risk_object risk_object_vpn_user ...

10.20.1.2 system 10.20.1.2 10.20.1.2 gvasseur ...

Risk Data Model
target_risk_object
target_risk_object_type

Automated lookup of _risk_system in asset_lookup_by_str

• + 2 new calculated fields in the Risk Data Model:
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Asset & Identity Normalization – Conclusion

• Now aggregating activity whether happening to/by:
� my main identifier

� my other accounts (e.g. admin)

� my laptop hostname

� a DHCP IP my laptop is given

� a VPN IP I’m logged on to

• Possible race condition for VPN if enough time elapses between detection and data model 
acceleration

� | eval risk_object_vpn_user = dest_vpn_user   ???

• Timed lookup are expensive! Don’t call the get_asset macro on thousands of results...
� we have `thales_get_asset_far(dest)` for when we need to look back about a month
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risk_message VS description

• risk_message
� can be configured in the ES correlation search configuration (or in the SPL)

� no default!

• description
� can be specified in the SPL

� if not, defaults to the description of the correlation search (better than nothing!)

• We used description before risk_message was a thing, now we use both:
� description is used for deduplication (can be tweaked to affect deduplication)

� risk_message is geared towards analyst (more detail is better)
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Deduplication – Example of risk events
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Without Deduplication

Gabs 290

Hax0r 770



25

 

{OPEN}

Basic Deduplication

Gabs 290

Hax0r 770

200

700
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Fancy Deduplication – See blog post

Gabs 290

Hax0r 770

200

700

180

340
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IR Risk Event Timeline
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Risk Overview Dashboard
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Risk Overview Dashboard
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Risk Overview Dashboard
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Risk Overview Dashboard
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Risk Overview Dashboard

+ extra table for analyst guides and TODOs
+ last 90 days trends
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Managing noise: High Risk Notable

• Looks for duplicates (notables for the same risk object with the same list of sources)

• Shows statistics of risk events that actually contribute to risk notables (by count and by score)

• Quick search for notables contributed to by a specific contributor
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Managing noise: High Risk Notable

Looking at all risk contributors:

Looking only at risk contributors 
who are part of a high-risk alert:

+ Search for notables contributed to by a specific contributor
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Recap, references & Thank You!
• Our SOC’s setup & approach to the SIEM
• ES Choreographer:
� Morning checks

� Correlation Best Practices

� Peer Reviews

� TODOs

• Conf Manager: https://splunkbase.splunk.com/app/6895
• What is RBA:
� ebook The Splunk Guide to Risk-Based Alerting by Haylee Mills

� RBA community https://rba.community/

• My technical posts on gabrielvasseur.com:
� RBA: a better way to dedup risk events

� RBA: Aggregate user & system risks!

� Risk overview dashboard (coming up, maybe)

� Risk noise management dashboard (maybe in next version of ES Choreographer)

� COMING SOON: divide your Windows Event Logs license usage by 2 to 4 with ingest actions

• Thank YOU! Q&A now. Or go to slack to praise / debate / ask questions!

https://splunkbase.splunk.com/app/6309

.conf21 SEC1441A "How We Maintain Our Correlations in Splunk 
Enterprise Security at Thales UK" 
https://conf.splunk.com/files/2021/recordings/SEC1441A.mp4

Random plug: Security Now podcast!

https://splunkbase.splunk.com/app/6895
https://www.splunk.com/en_us/form/the-essential-guide-to-risk-based-alerting.html
https://rba.community/
http://gabrielvasseur.com
https://www.gabrielvasseur.com/post/rba-a-better-way-to-dedup-risk-events
https://www.gabrielvasseur.com/post/rba-aggregate-user-system-risks
https://splunkbase.splunk.com/app/6309
https://conf.splunk.com/files/2021/recordings/SEC1441A.mp4

